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a b s t r a c t

Recent advancement of geospatial services has shown great promise to solve complex geoprocessing

tasks in a distributed environment. Geoprocessing services are often chained as scientific workflows

and executed in a workflow engine. This paper proposes a task-oriented architecture for Web

geoprocessing systems, which leverages Web service and workflow technologies to design and execute

tasks, and monitor and visualize the execution of tasks. The approach facilitates the expression of users’

requirements, allows the monitoring of the task execution, and hides the complexity of technical

details. A prototype system, named GeoPWTManager, is implemented to demonstrate the applicability

of the approach.

& 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Geoprocessing Web services aim to publish spatial analysis
functions through Web service technologies, and workflow tech-
nology has been widely used to chain the scattered services
(Kiehle, 2006). The Open Geospatial Consortium (OGC) has
published a series of standards on geospatial Web services, including
Web Map Service (WMS), Web Coverage Service (WCS), Web
Feature Service (WFS), Web Processing Service (WPS), and Sensor
Observation Service (OGC, 2007). There are already a number of
investigations in developing and chaining geoprocessing services
(Di, 2005a, 2005b; Brauner and Schaeffer, 2008; Yue et al., 2010).

The access to and chaining of geoprocessing services have
shown great promise to solve complex geoprocessing tasks in a
distributed environment (Jaeger et al., 2005; Yue et al., 2007;
Allen et al., 2008; Chen et al., 2010). However, existing
approaches are not task-oriented and expose too much technical
details, for example the Kepler workflow system (Jaeger et al.,
2005). To bridge the gap between users’ requirement and
distributed services, the concept of task is proposed (Vuong
Xuan and Tsuji, 2009), which can facilitate the expression of
users’ requirements and hide the complexity of technical details.

This paper proposes a task-oriented architecture for Web
geoprocessing systems, which leverages Web service and work-
flow technologies to design and execute tasks, and monitor and
visualize the execution of geoprocessing tasks. It includes three
ll rights reserved.

, GeoPWTManager: a task-
functional components: task designer, task executor, and task
monitor. A prototype system, named GeoPWTManager, is imple-
mented to demonstrate the applicability of the approach.

The remainder of the paper is organized as follows. Section 2
describes the concept of task. One running example is introduced
to help in understanding the concept. Related work is provided in
Section 3. Section 4 describes a task-oriented architecture for
Web geoprocessing systems, in particular how the three func-
tional components work are described. Section 5 presents the
implementation of the prototype system. Evaluation and discus-
sion are provided in Section 6. Finally, conclusions and pointers to
future work are given in Section 7.
2. The concept of task

The following example is used throughout the paper to help
understand the role of task and how the task can be performed using
distributed heterogeneous data and various geoprocessing services.

Supposing Mr. Li is a staff member in a disaster monitoring
department in China, and he wants to know the situations of flood
inundation in a region around the Poyang Lake in China in 2009
(Jiang et al., 2007; Sun and Yue, 2010). One satisfactory result
would be a thematic image for the flood area, which renders
regions that have different flood situations using different colors.

Mr. Li would like to formulate a geoprocessing task on the
flood analysis, which can generate such an image. He finds that a
geoprocessing model defined by Maathuis and Van Westen
(2005) can perform the flood analysis and output the image
(Fig. 1). The model uses six input images in three periods-before,
oriented web geoprocessing system. Computers & Geosciences
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in, and after the flood. In each period, there are two images in the
first and second wavelength bands of MODIS data respectively.
Each group of images goes through Normalized Difference Vege-
tation Index (NDVI) calculation, binarization, and rendering
processes to gain the range of the flood in the same place in each
period. Then, the three resultant images are mixed by a blend
process to generate the required flood thematic image.

The task in the context of this paper reflects a user’s demand,
which can be achieved by a service’s operation or a composition
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Fig. 1. The scientific mode
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of service operations. A task that satisfies the requirement of Mr.
Li can be described using the following information (Fig. 2):
(1)
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Task type: the task type describes the classification of tasks
based on their functional properties. The flood analysis in the
example is a kind of geoprocessing tasks.
(2)
 Task priority: it denotes the execution priority of the task. The
value of this property determines the order on the allocation
of geoprocessing resources.
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Task constraints: users may define metadata specifications that
constrain the input or output data for the geoprocessing tasks. For
example, Mr. Li specifies the spatial and temporal constraints of
input data, and he wants an image as the output.
(4)
 Task model: the model constraints record the model that can
accomplish the task. In the flood analysis example, the
geoprocessing model provided by Maathuis and Van Westen
(2005) is recorded as the model constraint.
The task can be executed using available geoprocessing ser-
vices. The execution of tasks can be defined as task instances.
A task instance includes the following information:
(1)
 Workflow description: it substantiates the task model in the
task, and describes a collection of activities related by data
and control flow relationship. The activities, in the context of
this paper, are services providing different types of geopro-
cessing functions. However, they are not limited to services,
and could be Application Programming Interfaces (APIs)
providing local computing functions. Table 1 shows the Web
services that are used in the flood analysis scenario. The
description of workflows can use the existing workflow
languages such as Web Services Business Process Execution
Language (WSBPEL, shortly known as BPEL). A workflow itself
can also be provided as a new activity or service (e.g., a BPEL
service), which can be integrated with other workflows.
(2)
 Workflow execution: the runtime information of workflows is
captured in this part. Such information includes the argument
values (input or output data), the runtime environment
(operating system, software library, hardware configuration,
etc.), the date and time of the execution, and the execution
status (start, in progress, end, etc.). Table 2 lists the input data
used in executing the workflow in the example.
The separation of the task and the task instance advocates the
expression of users’ requirements at the task level and technical
implementation at the instance level. The end users can focus
only on the domain business logic instead of delving into the
details on the background service technologies. The complexity of
technologies is hidden.
3. Related work

A number of investigations have been devoted for building
geoprocessing workflows. Zhao et al. (2006) create a model
e 1
ices involved in the flood example.
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builder to create geoprocessing models, which can be trans-
formed into executable BPEL workflows. The geoprocessing model
is represented using a logical workflow language (Chen et al.,
2009). The tool is implemented using a Java applet, which can be
delivered to clients from a Web server and run in a Web browser.
Scherp and Hasselbring (2010) specifies that the workflow model,
executable workflow, and workflow execution can be defined as a
model-driven framework for scientific workflows. Sun and Yue
(2010) implemented a Web browser-based geoprocessing work-
flow designer, by integrating the Web 2.0 technologies and
interoperable geoprocessing services. The work in this paper is
an extension of the work in Sun and Yue (2010), by proposing the
concept of the task to hide the technological details of workflows,
and adding functions on monitoring the task execution.
Friis-Christensen et al. (2009) investigate the architecture for
distributed geographic information processing. In particular, they
focus on the control flow and data flow patterns in the execution
of a workflow.

Monitoring workflow execution is an important issue in the
workflow management. There are already some approaches on
monitoring and controlling business processes in the workflow
management (Heloisa Martins and Tseng 1996). As Web services
have been widely used in the workflow execution, the problem of
the workflow execution monitoring has attracted much attention,
and some solutions have been proposed. Baresi et al. (2010)
discuss a set of approaches on monitoring workflow executions in
the Web environment. The Service Centric Monitoring Language
(SECMOL) is proposed, which can monitor BPEL processes. Our
work transforms the low-level information from workflow execu-
tion monitoring into a user-friendly form in the context of task,
i.e. the so-called task monitoring, which also prevents users from
the details in the service technologies.

The idea of task was proposed in the domain of Geographical
Information Systems (GISs) in the 1990s (Albrecht, 1994). Task is
differentiated from GIS functions. The task describes ‘‘all actions
that require human input or the knowledge about context’’, and
GIS functions are concrete actions to implement the task
(Albrecht, 1995, 1996, 1997). The work in this paper facilitates
the implementation of tasks in a distributed service-oriented
environment. In the general information domain, Chaolin et al.
(2005) presented a method for distributing and managing tasks in
the environment of the grid computing, and the task is the
practical computing mission there. Others’ work have investi-
gated the separation of tasks and Web Services (Gorton and Reiff-
Marganiec, 2006; Cardoso et al., 2004; Yu et al., 2007), in which
business goals are achieved using tasks, and tasks are executed
e description
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using Web services. Our work focuses on the geospatial domain
and enriches tasks with the domain business logic so that they
can be performed by geoprocessing services.

In the Semantic Web area, a task ontology based the Web
Ontology Language, shortly known as OWL-T, is proposed to
depict the business task, and a prototype system has been
developed to support the use of OWL-T (Vuong Xuan and Tsuji,
2007, 2009). Our future work will investigate the role of semantic
tasks in automating the task formulation and execution.
4. Architecture

In this section, an architecture is proposed to realize the life
cycle of a geoprocessing task. This design contains four modules:
geoprocessing task designer, geoprocessing task executor, geo-
processing task monitor, and geoprocessing task results. They
form a life cycle for geoprocessing tasks (Fig. 3).

A detailed architecture is shown in Fig. 4. It shows the
interactions among these modules. All these modules serve for
the life cycles of geoprocessing tasks. A task, as the basic unit in
this architecture, is produced by a geoprocessing task designer,
performed by a geoprocessing task executor, supervised by a
geoprocessing task monitor, and visualized by a geoprocessing
task exhibitor. The detailed descriptions are provided as follows.
8. Check provenance by double-
7. Display the results and related geospatial data clicking the ellipses.
in an OpenLayers window.

Task Results

4. Show the results and 
related data on a map.

Geoprocess
Task

Task Monitor

3. Monitor the task when it is 
executed.

5. Activate the chosen task 6. Monitor all  tasks.
with appropriate inputs.

Fig. 3. Life cycle of a g
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4.1. Geoprocessing task designer

This module’s functionality is to provide users an interface to
create a new geoprocessing task or edit an old one. Users specify
the task type and task priority from predefined lists. The specific
requirements on the input and output data are specified using the
task constraints.

The task model can be either selected from existing model
warehouses or be generated on demand. The proposal of the task
model follows the model-driven approach. In the software engi-
neering, the Model-Driven Architecture (MDA), proposed by the
Object Management Group (OMG) in 2002, is an idea that makes
the business information independent from the program and
data, and the latter changes with the former (OMG, 2002). We
take this method to separate the geoprocessing task model from
the Web service, workflow technologies, and data. Such a method
is flexible in that we can choose alternative services, workflow
engines, or data to support the same model.

To be more specific, in the flood analysis example, Mr. Li
expresses his requirements using the Extensible Markup Lan-
guage (XML) schema, and the geoprocessing task designer can
provide him a friendly interface to input the information of the
geoprocessing task. When designing the task model, Mr. Li can
drag and drop graphic components into a graphic panel to
describe the model. Each component represents a specific type
1. Fill in the tasks name , type, 
priority, etc.

2. Create a task model 

Task Designer
using drag&drop.

1. Build a new task instance 
or edit an old one for the 
geoprocessing goal.

ing

Task Executor

2. Execute the geoprocessing 
task.

4. Transform the chosen task 3. Manage all  tasks in a grid. into an executable workflow.

eoprocessing task.
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of algorithms or functions. When connecting two components in a
workflow, users are required to specify a data flow by connecting
one input of the second component to the output of the first
component. Finally, the model and other task information can be
encoded in an XML file, describing task information on where,
when, and how to geoprocess. The task model, i.e., the informa-
tion on how to geoprocess, is the most important one, as it guides
the transformation from task to executable workflow in the next
section (Section 4.2).

4.2. Geoprocessing task executor

The geoprocessing task is transformed into an executable
workflow using the geoprocessing task executor. A workflow
can be characterized as a collection of activities with control
and data flow relationships. The approach on mapping task model
into an executable workflow includes the transformation of the
control flow and data flow (Scherp and Hasselbring, 2010; Sun
and Yue, 2010). Fig. 5 shows the process of transforming geopro-
cessing tasks into executable workflows. Each component in the
task model is an abstract activity, which can be instantiated by a
service. The order of services in the executable workflow follows
the control flow in the task model. Services can be OGC services
(e.g., WPS), W3C services, or RESTful services (Reed, 2009).
Adapters for services need to be developed to support the
mappings from activities to services. An adapter includes a
request producer and a response parser. The request producer
Please cite this article as: Sun, Z., et al., GeoPWTManager: a task-
(2011), doi:10.1016/j.cageo.2011.11.031
generates requests for the invocation of the service, and the
response parser can parse the response of the service invocation.
Fig. 6 shows how the output of the RasterMapcalcProcess is
connected to the input of RasterBinaryProcess in generating the
executable workflow, using BPEL as the workflow language. The
adapter for the RasterMapcalcProcess generates a response
expression by parsing the WPS response. This expression, accord-
ing to the data flow, is assigned to the request body generated by
the adapter of RasterBinaryProcess, as shown in Fig. 6. Thus, the
connection between the input and output of dependent services
are created in the executable workflow.

The final executable workflow may be executed using a
mature business workflow engine. If the business workflow
language is BPEL, mature engines include ActiveBPEL (now called
ActiveVOS), Oracle BPEL (Juric and Krizevnik, 2010) (a product in
the Oracle SOA Suite), and Apache ODE (Apache ODE, 2007). All
these engines can receive a HTTP POST/GET request to deploy a
new workflow and publish it as a value-added Web service, which
can be visited by network users. People can send requests to this
Web service to activate the workflow and get the desired results
(OASIS, 2007). This mechanism separates users’ attention from
the execution of the workflow, and users need only ensure the
correctness and availability of the input data. This mechanism
prevents users from directly managing or monitoring the process
of a workflow, as it wraps all the activities in a Web service that is
exposed only at an invocation interface. A method will be
proposed in the next module to solve this problem.
oriented web geoprocessing system. Computers & Geosciences
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4.3. Geoprocessing task monitor

In order to let users monitor task execution, the status of
workflow execution must be captured and used to update the
status of the task execution. Most existing approaches on mon-
itoring workflow execution suggest the insertion of monitoring
activities in the workflow (Sun et al., 2009) (Fig. 7a). These
monitoring activities capture the runtime information of service
activities in the workflow, and send it to a certain listening
application. As shown in Fig. 7a, two monitor activities are
inserted into the business logic of the workflow. The MonitorPro-
cess1 is used to collect the information of the Process1, while the
MonitorProcess2 is used to collect the information of the
Process2. Such approaches require the extensive changes to
the business activities in the workflow.

The work in this paper takes a different approach to
monitor the workflow, by adding a request transfer station
for the service invocation (Fig. 7b). The workflow engine sends
all requests to the transfer station, which is responsible for
collecting, analyzing, and storing requests before forwarding
them to the target services, and then receiving, analyzing, and
storing responses from the target services before sending
them back to the engine. As shown in Fig. 7b, the monitoring
logic is handled by the transfer station. One advantage of this
method is that monitor activities are no longer needed to be
entangled in the workflow logic. The change to the workflow is
Please cite this article as: Sun, Z., et al., GeoPWTManager: a task-
(2011), doi:10.1016/j.cageo.2011.11.031
minimized and the monitor activity is more independent and
manageable.
a.
orie
The conventional monitoring method.

b.
 The monitoring method.in this paper
The execution monitoring also helps to record the provenance.
The provenance records the derivation history of the data
products. For example, the request and response of each Web
service, collected by the transfer station, can contribute the data
products’ provenance by linking themselves to the metadata for
workflows and their executions. The emphasis of this paper is on
the task-oriented architecture. For a detailed account on prove-
nance, please refer to (Yue et al., 2011).
4.4. Geoprocessing task results

This module focuses on the visualization of the execution
result of tasks. There are many tools available for the visualization
of geospatial data, such as OpenLayers (OpenLayers, 2005),
Google Maps (Google Maps API, 2005), KA-MAPS (ka-Map,
2007), CartoWeb (CartoWeb, 2005), and MapLab (MapLab,
2003). Most of these tools are open source software so that they
can be easily integrated into new applications. The visualization
of execution results can be loaded into these tools for evaluation.
nted web geoprocessing system. Computers & Geosciences
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In addition, the monitoring result of task execution can also be
visualized in this module.
5. Implementation

We have developed a prototype system named GeoPWTMa-
nager1 (also called GeoPWTaskManager) to implement the model.
It uses a number of techniques and tools such as Asynchronous
JavaScript (Ajax) and XML (Garrett, 2005), Java servlet (Coward
and Yoshida, 2003), Web service, JSON (Crockford, 2001), ExtJS
(ExtJS, 2008), RaphealJS (Baranovskiy, 2009), OpenLayers,
ActiveBPEL Server, Apache Axis2 (Apache Axis2, 2004). It can be
deployed on a server and visited by any Web users in the Web
browsers.

The task designer provides a novel useful tool for users to drag,
drop, and compose the geoprocessing Web services following the
WPS standard, and get a desired logical geoprocessing workflow
described in XML. This tool is implemented already (Sun and Yue,
2010) and used here to support the task management. Other
complementary information on tasks is also recorded in XML.
Once a new geoprocessing task is successfully created, it will be
delivered to the task manager, which will take charge of all
activities of the task including validation, execution, supervision,
and result demonstrability. The workflow, encoded using XML,
can be instantiated as an executable workflow expressed by BPEL,
deployed on a running ActiveBPEL Server. The task manager can
also activate the workflow deployed on the engine with valid
inputs, and then supervise the execution and display the results
on the Graphical User Interface (GUI) using OpenLayers.

As shown in Fig. 8, we have helped Mr. Li create a geoproces-
sing task for the flood analysis case, perform it, and get the initial
required output in the end. The net of graphical ellipses
connected with each other represents the geoprocessing Web
services used in this geoprocessing task. The numbers in the small
circles near the ellipses label the execution order of the geopro-
cessing Web services. The lower part is an OpenLayers window to
exhibit the resultant image. The background is provided by a
WMS service containing tiles showing the whole world. The
image in the central part is the result, which uses different colors
to show different situations. For example, green means the region
is covered by water in all the three periods, but pink means that
the region is covered by water on 31 May and 1 August, but not
covered by water on 27 August. GeoPWTManager also supports
users to check provenance of each task, and Mr. Li can inspect the
data in every intermediate step by double-clicking the ellipses or
lines in the page. Fig. 9 shows the intermediate processing results
of images in the case.
6. Evaluation and discussion

In this section, the performance of the prototype system is
evaluated (Section 6.1). The approach is compared with other
workflow-based systems, and advantages of the task-oriented
approach are discussed (Section 6.2).

6.1. Evaluation

To evaluate the system performance, we create four tasks
(Table 3), in which two tasks use only individual Web services
and the other two tasks use workflows composed of services. Each
task is executed in twenty times. The time for both the task
execution and services/chains execution are recorded each time.
1 GeoPWTManager online: http://geopw.whu.edu.cn:8090/GeoPWTaskManager.
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The difference between the two time values can represent the
performance of GeoPWTManager itself.

Figs. 10 and 11 shows test results of the four tasks. The
Difference1 and Difference2 in Fig. 10 show the time difference
between task executions and service executions, while the
Difference3 and Difference4 shows the time difference between
task executions and executions of service chains. The following
observations can be achieved:
(1)
orie
The execution time of services or service chains is the major
factor affecting the performance of the task execution. For
example, the blend service in Task1 takes more time than the
color service in Task2, which makes the execution time of
Task1 is much higher than that of Task2.
(2)
 The execution time is fluctuating for each execution of tasks
or services/chains. This is due to the changing status of the
network and processing environments.
(3)
 The execution time of Task3 and Task4 is near to the sum of
the execution time for the contained Web services, it demon-
strates that the execution time of complex tasks depends on
the execution time of individual services in the service chain.
(4)
 The Difference1, Difference2, Difference3, and Difference4 are
almost stable, and the Difference3 and Difference4 are a little
higher than Difference1 and Difference2. The reason is that
complex tasks take the workflow engine more time to run the
corresponding service chains and transport the messages
between the workflow activities. Since the main programs
of GeoPWTaskManager, the client code in Web browser and
the transfer Web service, have a small and stable cost, it
means that the performance of the GeoPWTManager is almost
not affected by different tasks.
The GeoPWTManager provides a user-friendly environment to
bridge the users’ requirements and service/chains. The execution
time of the GeoPWTManager is very low and can be ignored,
compared to the execution time of services/chains. That means
there is no decrease in performance when adding GeoPWTMana-
ger on top of services/chains. Therefore, the performance optimi-
zation of the GeoPWTManager is not the major concern of this
paper. The performance of task executions can be improved
mainly by the enhancement of underlying services and chains.

After GeoPWTManager is available to the public, a question-
naire is provided to collect the feedback from users. The users
with a background in the geoinformatic domain are invited to use
the system. Finally, 27 people submit their feedback. In the
investigation, 92.6 percent of users agree that GeoPWTManager
can help geoscientific problem solving. 77.8 percent of users state
that they could potentially use GeoPWTManager in their scientific
research. Over half of users think that the performance of
GeoPWTManager is acceptable. 96.3 percent of users agree that
the task-oriented design makes it easier to use geoprocessing
Web services. 85.2 percent of users also think that an impressive
advantage of GeoPWTManager is that it needs not be installed in
their computers, and 55.6 percent of users state that the major
disadvantage of GeoPWTManager is that the types of services
supported in the system are not rich. Some additional suggestions
will be addressed in the final section on the future work.
6.2. Discussion

There are already a number of workflow approaches on
scientific problem solving (Dustdar and Schreiner, 2005; Jaeger
et al., 2005; H. ter Beek, Bucchiarone et al., 2006). Here we list
several representative approaches, and compare them with
GeoPWTManager.
nted web geoprocessing system. Computers & Geosciences
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Fig. 8. The task on flood analysis in GeoPWTManager.
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Fig. 9. The processing results in the flood analysis case.
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Table 3
The four tasks and input data for the performance experiments.

Task

name

Web services Input data (from Fig. 9)

Task1 RasterBlendProcess Color1(817 KB), Color2(817 KB)

Task2 RasterColorsProcess Binary1 (770 KB)

Task3 RasterColorsProcess-

RasterBlendProcess

Binary1, Color2

Task4 RasterMapcalcProcess-

RasterBinaryProcess

Image1_1(2.96 MB),

Image1_2(2.96 MB)
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The Business Process Modeling Notation (BPMN) is mainly
used in business domain and can cover many types of modeling of
business activities and flows (White, 2004). The BPMN models are
not executable and must be instantiated (Ouyang et al., 2006).
The workflow tools supporting BPMN include ARIS Express (ARIS
Community, 2011) and ActiveVOS. Although both BPMN and tasks
in this paper can be instantiated and executed by BPEL, the BPMN
is designed for the business domain, while the task-oriented
approach is designed for geospatial applications. BPEL is often
regarded as an approach for static service composition. It relies on
the Web Services Description Language (WSDL) and exposes
Task1: The response time of 
GeoTManager’s UI when executing
Task1 
Blend: The execution time of the
Blend Web service. 
Task2: The response time of 
GeoTManager’s UI when executing
Task2 
Color: The execution time of the Color
Web service. 
Difference1: The difference between
Task1 and Blend.
Difference2: The difference between
Task2 and color. 
The column labels the execution time, 
and therow labels the twenty times’
execution of the task.

Manager using Task1 and Task2.

Appendix

Task3:The response time of
GeoTManager’s UI when executing
Task3.
Sum3: The sum of the execution time 
of the Color and Blend Web services in 
Task3.
Task4: The response time of 
GeoTManager’s UI when executing
Task4.
Sum4 : The sum of the execution time 
of the NDVI and Binary Web services.
Difference3: The difference between 
Task3 and Sum3. 
Difference4 : The difference between 
Task4 and Sum4.
The column labels the execution time, ,
and the row labels the twenty times’ 
execution of the task. 

Manager using Task3 and Task4.
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much technical details. GeoPWTManger leverages BPEL for the
workflow execution but hides the syntactic details of BPEL in the
background, which makes it easier for geospatial experts to
understand and use geoprocessing Web services.

ArcGIS ModelBuilder is a geoprocessing tool in ArcGIS soft-
ware. It can help compose spatial analysis functions in the
ArcToolBox into a workflow in a user-friendly way (Manegold,
2003). However, ArcGIS ModelBuilder is a desktop-based tool,
while GeoPWTManager can run in the Web browser. The work-
flow activities in the ArcGIS ModelBuilder are proprietary
geoprocessing functions, while in GeoPWTManager workflow
activities are open and interoperable geoprocessing Web services.

Kepler is a workflow system for the analysis and modeling of
scientific data (Kepler, 2008). It is not domain-specific and
supports the composition of both local and remote resources
(e.g., through Web service invocation). Taverna is a similar
scientific workflow system and can be used in the grid-computing
environment (Taverna, 2009). However, these workflow systems
are not ready for geospatial domain users. Significant develop-
ment is required to support geoprocessing Web services. On the
other hand, the task-oriented approach in this paper wraps the
workflow technologies in the background and transforms geos-
cientific problem solving into the creation and execution of
geospatial tasks. The concept of geoprocessing task facilitates
the easy expression of users’ requirement and improves the users’
interaction with the Web geoprocessing system. The separation of
task and task instance bridges the users’ requirements and the
underlying technologies. The end-users work in a task-oriented
environment, where they can focus on their domain problems
using knowledge in the task context. The complexity of technol-
ogies is hidden. In the background, the use of geoprocessing
workflow is flexible since the task model can be bound
to concrete workflows dynamically. Interoperable geospatial
services can be easily plugged into the system using adapters.
The task-oriented architecture allows the monitoring of geopro-
cessing workflows in this architecture. The monitoring method
suits the workflow in SOA well, and is independent of workflow
languages or engines. Therefore, the approach in this paper
facilitates the expression of users’ requirements, allows the
monitoring of task execution, and hides the complexity of
technical details. The Web characteristics of the tool do not
require users to install software on their personal computers. In
addition, users no longer need to handle complex XMLs or XML
schemas when composing Web service. The approach makes
users stay at a conceptual level and focus on domain problems.
The Web-based designer interface, and task-oriented execution
and monitoring environment are more user-friendly.
7. Conclusion and future work

This paper proposes a task-oriented architecture for Web
geoprocessing systems, which leverages Web service and work-
flow technologies to design and execute tasks, and monitor and
visualize the execution of tasks. A prototype system, named
GeoPWTManager, is implemented to demonstrate the applicabil-
ity of the approach. The system is available online and accessible
in the Web browser. We evaluate the approach by designing
experiments to test the performance of the prototype system, and
compare the approach with other traditional workflow strategies.
The approach facilitates the expression of users’ requirement,
allows the monitoring of task execution, and hides the complexity
of technical details.

The current implementation of the GeoPWTManager supports
only geoprocessing tasks. In the future, other types of tasks, such
as an observation task on sensor planning or observing, will be
Please cite this article as: Sun, Z., et al., GeoPWTManager: a task-
(2011), doi:10.1016/j.cageo.2011.11.031
supported. These tasks, connected with geoprocessing tasks, can
help achieve live geoprocessing in a Sensor Web environment.
The connections among these tasks can be formalized using an
ontology-based approach. Ontology denotes a specification of the
terms in a shared domain and relations among them (Gruber,
1993; Noy and McGuinness, 2001). A semantic approach using
task ontologies will be added in the system to allow automatic
task decomposition, geospatial knowledge reuse, and semantic
interoperability. In addition, future implementation will include
the incorporation of RESTful services and improvement of the
service performance.
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